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ABSTRACT
Argument mining is an emerging area of research. Argument min-
ing in financial domain specifically for low-resources language like
Bengali is in its nascent stage. There exist no datasets for argumen-
tative financial texts mining in Bengali. In this paper, we propose
two newdatasets in Bengali for financial argument analysis. Subse-
quently, we released two transformer-based models fine-tuned on
these datasets as baselines for financial argumentative unit classi-
fication and for detecting the relation between two argumentative
financial texts.

CCS CONCEPTS
•Computingmethodologies→ Information extraction; Lan-
guage resources.
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1 INTRODUCTION
In natural language processing (NLP), argument mining has of late
become one of the popular areas of research. The goal of argu-
ment mining is to automatically extract and identify argumenta-
tive structures from texts. Argumentative texts are present in var-
ious places like investor-generated text, social media posts, etc.
While argument mining has been a subject of discourse for several
years, financial argument analysis is still in the early stage. To the
best of our knowledge, no work has been done to date on financial
argument analysis in low-resource languages such as Bengali.

In this paper, we focus on developing resources for mining argu-
ments from financial texts in Bengali. First, we introduce the task
of Argument Unit Classification to classify financial argumen-
tative texts in Bengali into ‘Premise’ or ‘Claim’. ’Premise’, being
more truthful than the ‘Claim’, helps investors make data-driven
decisions. Secondly, we present the task of Argument Relation
Identification to understand if two financial argumentative texts
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in Bengali are supporting, attacking or not related to each other.
To quantify the effect of social media posts and understand an en-
tire discussion, it is essential to examine the posts that support or
attack each other.

Our contributions
•We created two datasets in Bengali for the task of Financial Ar-
gument Unit Classification and Argument Relation Identification.
These datasets are released under CC BY-NC-SA 4.0 licence.1
•We fine-tuned two pre-trained languagemodels to accomplish the
above-mentioned tasks. We open-sourced these models so that the
research community can use them as baselines.
•We developed a user-friendly tool (Financial Argument Analy-
sis in Bengali (FAAB)) for demonstration2 and hosted it in Hug-
gingFace Spaces.3

2 RELATEDWORKS
Argument analysis is one of the emerging research area in Natu-
ral Language Processing. Lippi and Torroni [12] surveyed exist-
ing works relating to argument mining across various domains
like economic sciences, policymaking, and information technol-
ogy. Cabrio and Villata [3] narrated various machine learning and
deep learning algorithms to predict relationships between texts.
Schaefer and Stede [19] reviewed existing works on argument min-
ing specifically for Twitter. They discussed the approaches used
for modelling the structure of arguments in the context of tweets.
Furthermore, they studied the current progress in detecting argu-
ments, and their relations in tweets. Finally, they explored the
overlap between stance detection and argumentmining. Lawrence
and Reed [11] also surveyed recent advances in the domain of
Argument Mining. Argument analysis has been widely adopted
across various domains like legal [20] and Finance [5]. Xu and
Ashley [20] conceptualised argument mining as a word-level clas-
sification problem instead of a sentence-level classification prob-
lem. Chen et al. [5] proposed the structures between the opinions
and those between the financial instruments. They discussed how
opinions from various sources can be used to extract opinion com-
ponents and detect the relation between the opinions. Chen et al.
[6] explored the applicability of option mining in the financial do-
main. They analysed the investor’s opinion. In [21], Zhai et al. pro-
posed a dataset called AntCritic which consists of 10K free-form
and visually-rich financial comments and supports both argument
component detection and argument relation prediction task.

Although there have been significant advances in the field of
Argument Mining on financial English texts, a lot is yet to be done
1https://github.com/rima357/FAAB_Financial_Argument_Ananlysis_Bengali (ac-
cessed on 11th Aug 2023)
2https://youtu.be/4JwVl4mbj6Q (accessed on 9th Aug 2023)
3https://huggingface.co/spaces/rima357/FinArgBengali (accessed on 9th Aug 2023)
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for low resource languages like Bengali. To address this knowl-
edge gap, we release datasets, models, and, a tool for effectively
analysing arguments in Bengali financial texts.

3 PROBLEM STATEMENT
We want to accomplish the following tasks.
Task-1: Given a financial argumentative text in Bengali, our aim
is to classify it as ‘Premise’ or ‘Claim’.
Task-2: Given two financial argumentative texts in Bengali, we
want to classify the relationship between them. The relation can
be ‘support’, ‘attack’ or ‘none’ (i.e. no relation).

4 DATASETS
Due to a lack of resources to create ground truth for Bengali datasets
from scratch, we leveraged the resources available in English. We
translated the datasets released by Chen et al. [7] from English to
Bengali using the translation system released by Ramesh et al. [13].
To understand the applicability of the translation system for argu-
mentative financial text, we evaluated it using a two-step approach.
Firstly, we manually translated 100 instances from English to Ben-
gali and calculated the average BERTScore [22] and Cross-lingual
Optimised Metric for Translation Evaluation (COMET) [14] scores
for machine-translated sentences and human-translated gold stan-
dard reference translations in Bengali. The scores obtained were
0.964 and 0.859, respectively. Secondly, as manual translation was
not scalable, we randomly picked 8000 instances from the overall
dataset. We translated the English texts into Bengali using the MT
system [13]. Then, we back translated the Bengali texts to English
using the same MT system (in the opposite language direction).
We calculate the BERTScore between the original English text and
the back translated English text. Due to absence of actual ground
truth for reference, we could not calculate the COMET score. We
obtained an average BERTScore of 0.944. To further ensure the va-
lidity of the machine translation system, we calculated the LaBSe
[9] based cosine similarity between sentence embeddings [16] of
original texts in English and texts in Bengali obtained by machine
translation. The average cosine similarity score was 0.845. As the
scores obtained were high in all scenarios, we conclude that the
system developed by Ramesh et al.[13] to translate to and from
Indian languages is applicable for our dataset.

To further ensure the quality of our dataset, we segmented the
data set into several brackets based on the BERTScore and cosine
similarity scores. For each of these brackets, we calculated the ac-
curacy of translation by manually assessing how many of the 10
randomly picked instances from the corresponding bracket were
translated properly. This is presented in Figure 1. Analysing this
plot, we decided to retain only those translated instances having
BERTScore and cosine similarity score above 0.925 and 0.800, re-
spectively. We use the same training set, validation set, and labels
asmentioned in the paper [7]. After applying the filters mentioned,
the label-wise distribution of instances for Task-1 and Task-2 are
mentioned in Tables 1 and 2 respectively.

For Task-1, we have text in Bengali and the corresponding label
(0=Premise, 1 = Claim). For Task-2, we have two texts in Bengali
and their corresponding relation (0 = No relation, 1 = Support, 2 =

Attack). Few samples of Task-1 and Task-2 are shown in Tables 3
and 4 respectively.

Table 1: Data distribution of Task-1

Dataset Premise (Label-0) Claim (Label-1)

training 2858 2667
validation 353 334

Table 2: Data distribution of Task-2

Dataset No relation
(Label-0)

Support
(Label-1)

Attack
(Label-2)

Training 1970 794 28
validation 230 108 5

Figure 1: Accuracy of each bracket created using LaBSE
based cosine-similarity and BERTScore

Table 3: Some instances from Task-1 dataset

Text (Bengali) Label

এবং এই েƗĺাপেট, অবƼই, তারা পুেরােনা িকছু কােজর
েবাঝা তুেল িনেŐ এবং Ǎানাƅর করেছ, িকƅু তারা পুেরা
বয্বসািয়ক ƗিĹয়ার আধুিনকীকরণ করেছ।

0
(Premise)

ǟাঁ, েকায়াটর্ােরর জƒ, তাই এিট একিট
শিĸশালী েকায়াটর্ার িছল।

1
(Claim)
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Table 4: Some instances from Task-2 dataset

Text-1
(Bengali)

Text-2
(Bengali) Label

তাই Ɨথমবার আমরা েঘাষণা
কেরিছলাম েযআমােদর ২০
লেĺরও েবিশ িবřাপনদাতা
আেছন যারা েফসবুেক
িবřাপন িকনেছন।

৮২% মানুষ যারা
আমােদর সােথ
িবřাপন শুরু
কেরন তারা
আমােদর খুব
সাধারণ িবřাপন
পণয্ িদেয় শুরু
কেরন।

0
(No relation)

আমােদর আরও েবিশ
িবřাপনদাতা রেয়েছন
যারা সিঠক বয্িĸেক লĺয্
কের তােদর িবřাপন
েদওয়ার ĺমতা বয্বহার
কেরন।

এবং আিম মেন কির
আমরা এই সমǌ
েĺেŵ অভূতপূবর্
বৃিŽ েদখেত পািŐ।

1
(Support)

আপনারা যিদ চীেনর মূল
ভূখেŨর িদেক তাকান,
যার ওপর আিম
বয্িĸগতভােব িবেশষ
দৃিǁ িনবŽ কেরিছ,
তা হেল চীেনর মূল
ভূখেŨ আমােদর সংখয্া
১১ শতাংশ কেম েগেছ।

আর তাই আিম যখন
এর েথেকঘুের দাঁড়াই
এবং বৃহŴর িচেŵর
িদেক তাকাই, আিম
মেন কির চীন ততটা
দুবর্ল নয় যতটা
বলা হেয়েছ।

2
(Attack)

5 EXPERIMENTS AND RESULTS
Firstly, for Task-1, we fine-tuned several variants of BERT [8] for
classifying the given text into ‘premise’ and ‘claim’. These variants
are sagorsarker bangla bert base (SSB) [18], monsoon nlp bangla
electra4 (MNB), aibharat indic bert (AIB) [10], distilbert base multi-
lingual cased (DBMC) [17], and bert basemultilingual cased (BBMC)
[8]. The results of these models for Task-1 are presented in Table
5. We observe that BBMC when fine-tuned for 5 epochs, with
batch size of 8, weight decay of 0.1, and 500 warm up steps, out-
performed all other variants of the BERT model. We further fine-
tuned a bert-base-uncased [8] model with the English texts ob-
tained by translating the Bengali texts. Although it performed
slightly better than BBMC, the lift in performance was not statisti-
cally significant (p-value > 0.05) and deploying a machine transla-
tion system was an extra overhead.

Table 5: Results for Task-1. [A= Accuracy, P = Precision, R =
Recall, F1 = F1 (binary)]

Model Name A P R F1

SSB 0.700 0.690 0.694 0.692
MNB 0.714 0.691 0.745 0.717
AIB 0.711 0.700 0.712 0.706

DBMC 0.681 0.656 0.721 0.687
BBMC 0.719 0.697 0.745 0.721

4https://huggingface.co/monsoon-nlp/bangla-electra (accessed on 9th August, 2023)

For Task-2, following [4], we used the cross-encoder architec-
ture5 [15]. We trained it for classifying the relation between two
texts in Bengali into one of 3 categories (‘Support’, ’Attack’, or
‘None’). We experimentedwith several variants of the BERTmodel,
as done in Task-1. The results are presented in Table 6. We observe
that similar to Task-1, BBMC when fine-tuned for 5 epochs, with
bath size of 16, and 88 warm up steps, performed the best. Sub-
sequently, we fine-tuned a bert-base-uncased [8] model with the
English texts obtained by translating the Bengali texts. Just like
Task-1, it performed slightly better than BBMC for Task-2 as well.
However, the performance improvement was not statistically sig-
nificant (p-value > 0.05) and deploying a Bengali to English ma-
chine translation system in production was an extra overhead.

Lastly, for both the tasks, we tried to adapt BBMC to the finan-
cial domain using Masked Language Modelling. However, this did
not improve the performance.

Table 6: Results for Task-2. [A= Accuracy, P = Precision, R =
Recall, F1 = F1 score, mi = micro, ma = macro]

Model
Name A P

mi
P
ma

R
mi

R
ma

F1
mi

F1
ma

SSB 0.708 0.708 0.442 0.708 0.417 0.708 0.419
MNB 0.705 0.705 0.235 0.705 0.333 0.705 0.275
AIB 0.682 0.682 0.476 0.682 0.348 0.682 0.303

DBMC 0.699 0.699 0.442 0.699 0.392 0.699 0.386
BBMC 0.755 0.755 0.488 0.755 0.46 0.755 0.466

6 LARGE LANGUAGE MODELS FOR
ARGUMENT ANALYSIS

Since Large Language Models (LLMs) have been re-defining the
state of the art in NLP, we experimented with llama-26 under zero
shot and few shot setting. We further instruction fine-tuned llama-
27 and evaluated the instruction fine-tuned version under zero shot
setting. We performed these experiments with English texts ob-
tained by translation due to the unavailability of LLMs for Bengali.
The prompts which we have used are mentioned in Table 7. The
results for Task-1 are presented in Table 8. Since the performance
for Task-1 did not improve on using llama-2, we did not carry out
experiments with LLMs for Task-2.

Table 8: Results for Task-1 using llama-2. [IF = Instruction
fine-tuned, A= Accuracy, P = Precision, R = Recall, F1 = F1
(binary)]

Model Type A P R F1

llama-2 Zero shot 0.505 0.484 0.278 0.354
llama-2 Few shot 0.522 0.500 0.186 0.271
llama-2 IF + Zero Shot 0.528 0.531 0.254 0.344

5https://www.sbert.net/examples/applications/cross-encoder/README.html (ac-
cessed on 9th August, 2023)
6https://ai.meta.com/llama/ (accessed on 18th Aug, 2023)
7https://huggingface.co/TinyPixel/Llama-2-7B-bf16-sharded (accessed on 18th Aug,
2023)
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Table 7: The Zero Shot and Few Shot Prompts for Task-1

Prompts for LLM (TinyPixel/Llama-2-7B-bf16-sharded)
Zero-Shot:
Classify the following Input text into one of the following two
categories: [‘Premise’, ‘Claim’]
Input : {text}
Few-Shot:
Classify the text given bellow into Premise or Claim based on the
meaning of the text.
Choose only one Class either Premise of Claim for a text.
Input : I mean, sometimes it is not that you came up with a bright
strategy, it is like doing really good work continuously
for a long time.
Response : The class of the text is Premise.
Input : See, first of all, I would like to say that the opportunity for
our shareholders was never better when they thought of Microsoft.
Response : The class of the text is Claim.
Input : For example, we have never participated so much,
I would call it a burden of all sophisticated work in the
non-developed market, medium and small businesses.
Response : The class of the text is Premise.
Input : However, primarily, the feed for the video is going
to focus on making money through advertisements.
Response : The class of the text is Claim.
Input : {text}

7 TOOL DESCRIPTION
For helping investors, we developed a user-friendly tool, Finan-
cial Argument Analysis in Bengali (FAAB). In the back-end,
we use the best performingmodel, i.e., bert-base-multilingual-cased
[8]. This has been fine-tuned separately for Task-1 and Task-2. The
front-end was developed using Gradio [1].

Figure 2: Screenshot of Tab-1 of the tool kit

Figure 3: Screenshot of Tab-2 of the tool kit

As presented in Figures 2 and 3, the tool consists of two tabs.
The first tab (Tab-1) is used to classify a Bengali argumentative
text into premise or claim. The other tab (Tab-2) is used to detect
the relation between two Bengali argumentative texts.

In Tab-1, there is a text box where users can write the text in
Bengali. Below this there is the ‘classify’ button which on clicking
will classify the text into ‘Premise’ or ‘Claim’. The output will be
shown below. In Tab-2, that there are two text boxes, one is for
Text-1 and the other is for Text-2 where users can enter the texts
in Bengali. By clicking on the ‘Detect the relation’ button, it de-
tects the relation between these two Bengali texts and the output
is shown below. We have provided a list of examples for both the
tasks at the bottom.

8 CONCLUSION
In this paper, we proposed two datasets for mining argumentative
financial texts in Bengali. Subsequently, we released the baseline
models and open-sourced the Financial Argument Analysis in
Bengali (FAAB) tool. The baseline models were obtained by fine-
tuning bert-base-multilingual-cased. Collecting more data (specif-
ically for Task-2), estimating profitability from these arguments,
and experimenting with INDICXNLI datasets [2] are interesting
directions for future work.
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