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Abstract 

Machine learning (ML) is another branch of technology deemed valuable in the 

financial sector because of its ability to assist organisations in identifying fraudulent 

transactions and predicting the ability of customers to repay their bank-issued loans. 

However, like any type of technology, the adoption of ML introduces changes that impact 

the processes and operations of the financial service sector. Research on the merits of 

implementing ML is well captured; however, research on such developments' challenges, 

issues, and impact is scant. To address this gap, a systematic literature review was 

undertaken to contribute to the research discourse by investigating the issues, challenges 

and impacts of implementing ML in the financial business sector. The ScienceDirect, 

EBSCOhost and ProQuest databases were used to search for the relevant scholarly 

sources published from 2013-2022. The literature was reviewed based on the PRISMA 

flow diagram and a thematic analysis of the 35 articles that met the inclusion criteria. The 

outcome of the review revealed that more complex models, such as artificial neural 

networks, were implemented in all the identified financial services sectors, followed by 

support vector machines. This review concludes that the larger the quantity and 

complexity of financial data, the less the data quality, which significantly reduces the 

prediction performance, efficiency, and accuracy of the model, which can significantly 

impact the operations, financial aspects, and the overall reputation of the firms. Future 

research must explore the impact of ML on the operational, adoption and skills shortages 

in the financial sector. 
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1 Introduction 

 

Machine learning (ML) involves the capability of systems to use curated algorithms to iteratively 

learn by training available data sets to establish patterns in existing data and make predictions about 

new data (Hall et al., 2016). ML draws from various fields such as data mining, statistics, artificial 

intelligence, analytics, and optimisation studies. Artificial intelligence(AI) is often regarded as the 

predecessor of machine learning (Marr,2016). More recently, the complexity of data generation and the 

quest to make machines assimilate human intelligence have pushed the boundaries of AI to construct 

intelligent machines that can learn independently of human input (Agavanakis et al., 2019). 

Since the inception of machine learning in the early 1950s, it has gained so much prominence. Its 

demand is expected to grow substantially due to increased data volume and variety. ML is now used in 

scientific, engineering, manufacturing, agricultural, commercial and social settings (Jordan & 

Mitchell,2015). The adaptability of machine learning algorithms facilitates the generation of insights 

from a variety of complex and very large data sets. This has promoted the adoption of machine learning 

across a variety of fields to generate necessary insights to support decision-making. 

In totality, Digital transformation is the driver of enormous changes which embeds integration of 

digital technology into business operations, processes, and management to deliver better, faster, and 

more comprehensive insights about a business, products, services, and customers with the aim of 

creating efficiencies and value for its customers and profit for the business (Müller, Junglas, Brocke & 

Debortoli, 2016; Grover, Chiang, Liang, & Zhang, 2018). Hence the investments in digital 

transformation initiatives are often driven by companies who want to retain or improve their competitive 

advantage. Hence it is no surprise that an increase in investments is predominantly driven by companies 

that want to keep up with the demand from their customers through insights such as those gained from 

Business Intelligence(BI) capabilities (Grover et al., 2018; & Müller, Kiel, & Voigt, 2018). However, 

as more corporate and academic research points to the benefits associated with the adoption and 

implementation of machine learning technologies by private businesses,  there appears to be limited 

literature highlighting the issues, challenges, and impacts of implementing machine learning 

technologies within the business context, specifically in the financial services sector( Hall et al., 2016; 

Arunachalam, Kumar, & Kawalek, 2018). The aim of this paper is to address the research gap from an 

academic context by conducting a systematic literature review of the scholarly literature on the issues, 

challenges, and impacts of implementing machine learning in the financial services sector. The paper 

is arranged in the following manner: section 1 is the introduction, section 2 covers the literature review, 

section 3 delves into the research methodology, section 4 covers the research findings, and section 5 

concludes the study. 

1.1 Objective 

The main aim of this paper is to uncover the extent to which machine learning has been researched 

in the context of the issues, challenges, and impacts of implementing ML in the financial services sector 

and to identify potential areas for future research. This will be achieved by exploring the different 

implementations of ML techniques in the financial services sector to identify, analyse and evaluate the 

issues, challenges, and impacts of implementing those machine learning models/techniques (Jordan & 

Mitchell, 2015). 

 

1.2 Research questions 

 

The primary research question that this study seeks to address is:  
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What are the issues, challenges and impacts of implementing Machine Learning in the financial 

services sector? 

 

Sub-Questions:  

• In what financial business contexts are ML technologies implemented?  

• What ML methods/techniques are implemented in each financial business context? 

2. Literature review 

2.1 Applications of machine learning in the financial services sector 

 

The financial services sector has long been using statistical techniques to analyse and mine various 

financial data from different sources to gain new insights such as valuing investments, assessing 

customer creditworthiness and assessing risk. In recent times, the advancements in computing power, 

cheaper cloud storage, and demand to make more informed business decisions have invested in machine 

learning-driven technologies more common and influential within the financial services sector 

(Manlangit, Azam, Shanmugam, & Karim, 2019). According to Leo et al. (2019), implementing ML is 

important, especially when financial services institutions require the necessary analytical capability, as 

the implementation is likely to impact every aspect of their business model. In certain financial services 

environments, unsupervised ML is often used to explore the complex input data from their clients’ loan 

records, where regression and classification methods are used to predict key credit risk variables to 

determine the risk of clients defaulting on loan payments (Khandani et al., 2010; Van Liebergen, 2017). 

However, one of the major challenges in financial institutions is the detection and prevention of credit 

card fraud. Credit card transactions, by design, produce very large datasets that require advanced 

algorithm training to detect complex patterns for the classification of fraudulent transactions from non-

fraudulent ones and to detect potential money laundering transactions from normal transactions. 

Manlangit et al. (2019) applied ML techniques to transform the raw credit card transaction data into 

meaningful patterns, followed by K- Nearest Neighbours (k-NN) analysis to classify fraudulent 

transactions from non-fraudulent transactions. It was then concluded that their proposed technique 

improves the accuracy of detecting fraudulent transactions faster and more accurately than the 

conventional rule-based systems used by banks. This proves that innovative ways of combating credit 

card fraud are being investigated and are much needed due to the magnitude of the problem. In many 

instances, machine learning techniques are used in surveillance and monitoring for investment banks 

and securities exchange regulatory bodies to identify misconduct and trading breaches that result in 

high financial and reputational costs. Evidence of studies is growing in understanding the application 

of various machine learning techniques to predict things such as bankruptcy of clients and businesses, 

as well as research into the use of ML methods to evaluate and assess risk in the banking sector(Leo et 

al., 2019; Qu, Quan, Lei, & Shi, 2019). 

 

2.2 Related works and knowledge gaps   

 

Due to the widespread use of machine learning, questions about the issues, challenges, and impacts 

of implementing machine learning in a business context are becoming more relevant and necessary to 

be answered (Müller et al., 2016; Grover et al., 2018). According to a comprehensive literature review 
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conducted by Trieu (2017) to evaluate the evidence published between 2000 to 2005 on the value 

derived from BI systems by organisations, it is argued that although the impact of BI is significant, the 

conditions need to be favourable to an organisation to reap the benefits of implementing a BI system as 

some of the internal and external factors that may hinder the value realisation by an organisation (Trieu, 

2017). Since the review focused on literature between 2000 and 2005, it was highlighted that there was 

a lack of studies looking into how BI impacted the internal and external factors to create business value. 

It was then recommended that such studies should be conducted. In another systematic literature review 

between 2000 and 2017 exploring BI in Small and Medium-sized Enterprises (SMEs) the 

implementation of BI presented a new set of challenges that could potentially hinder the realisation of 

the benefits of implementing BI by SMEs (Llave, 2017). Challenges such as the lack of established 

frameworks and standards guiding the governance, security, and guarantee of privacy when utilising BI 

technologies were identified. 

Both systematic literature reviews highlight an adequate body of evidence on implementing BI 

technologies in some business sectors and the resultant challenges associated with these technologies. 

However, neither of the reviews was primarily focused on ML, nor did they highlight challenges, issues, 

or impacts that are specifically associated with or as a result of machine learning in particular. In another 

study, Devi and Radhika (2018) compared various statistical and ML techniques by evaluating their 

performance ratios, including accuracy, specificity, sensitivity, and precision in detecting and predicting 

bankruptcy. Some notable benefits identified in the study include the finding that ML techniques have 

better performance accuracy. However, their discussion of limitations is limited to the inherent technical 

applicability of various methods and their performance and not so much to the impact or challenges 

presented to the broader financial services sector due to the implementation of these ML techniques. 

Similar reviews evaluating the applicability and performance of various statistical and ML techniques 

in bankruptcy prediction have been conducted (Lin et al., 2011; Qu et al., 2019). Similarly, they both 

fall short of discussing the overall impact or challenges of implementing ML techniques in the business 

models of the broader financial services sector. 

Leo et al. (2019) reviewed literature that evaluates and discusses ML techniques that have been 

researched in the context of risk management in the banking sector but have yet to delve into broader 

ML issues in the financial sector. 

Van Liebergen (2017) discusses the application of ML in the area of credit risk modelling and comes 

to conclude that non-parametric and non-linear ML methods are too complex to understand and audit, 

which is to the displeasure of most financial supervisors who typically require models to be clear and 

simple to understand, verify and validate. Regulations around data sharing and data usage were also 

identified as key impediments to achieving the data capacity to make meaningful interpretations and 

conclusions about the data analysed. As such, there remains a knowledge gap about the comprehensive 

documentation of the issues, challenges, and impacts of implementing ML in business, particularly in 

the financial services sector. 

3. Methodology 

 

This systematic literature was conducted by following the guidelines by Hagen-Zanker & Mallett 

(2013) on conducting a qualitative systematic literature review in the field of information systems. A 

description of search criteria and terms used for identified databases, the inclusion and exclusion 

criteria, the bias identified, and the data extraction and thematic analysis of the evidence. 

To answer the research questions outlined in section 1.2, a qualitative research approach in the form 

of a systematic literature review, as depicted in the PRISMA flowchart in Figure 1, was adopted. 

Scholarly literature published from 2013 to 2022 from the following databases: Science Direct, 
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ProQuest and Ebsco Host were consulted. Instead of consulting one source, three sources were chosen 

to minimise bias by choosing databases containing various relevant and current literature on ML studies. 

The systematic literature review method has been used in different disciplines and relied upon for issues 

identification for future research. The PRISMA diagram in Figure 1 summarises the steps taken to 

conduct the systematic literature review. The inclusion and exclusion criteria are detailed in Table 1. 

 

 
 

Figure 1: PRISMA 

 

The following section explains the activities in the stages contained in Figure. 1: These stages were 

guided by the inclusion and exclusion criteria for the literature survey, as outlined in Table 1. 
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Table 1. Inclusion and exclusion criteria 

 

Included Excluded 

Scope of coverage: 2013-2022 Literature published before 2013 and after 2022 is 

excluded 

Exposure of interest: machine learning, 

business analytics, predictive analytics, 

artificial or business intelligence with a 

specific focus on machine learning 

Non-Machine learning-related content  

Language: English Non-English written  

Source of literature: scholarly books, journal 

articles, conference proceedings, and grey 

literature, including dissertations and theses 

Any literature not in the form of scholarly books, 

journal articles, conference proceedings, and 

grey literature, including dissertations and 

theses. 

Study Design: include quantitative, qualitative, 

and mixed-methods studies 

Unspecified study design 

 

The literature review was conducted using the academic institution’s library resources where the 

researchers are affiliated. The literature search was conducted in September 2020 and December 2022. 

Only the literature that was available and accessible from the chosen databases on the date of the search 

was used. 

Following the adapted PRISMA flow chart outlined in Figure.1, the following steps were carried 

out during the systematic literature review. 

Identification phase 

 

After selecting the following database sources, i.e. EBSCO Host, Science Direct and ProQuest, the 

relevant literature was selected using the keywords/phrases in Table 2. 

 

Table 2: Keywords and Database Search Terms 

Database Query 

ProQuest, EBSCO 

host & Science 

Direct 

 

 

 

  

Banking, Investment, Insurance, Auditing, financial, 

Accounting, Credit  

Machine Learning, ML, predictive analytics, supervised 

learning, unsupervised learning, business analytics, 

artificial intelligence, business intelligence, statistical 

learning 

Issues, challenges, impacts, barriers, limitations, 

Inhibitors, disadvantages, pitfalls, threats, implications, 

impediments, shortcomings  
 

The initial search results yielded 8106 records in total from the three database sources. After 

duplicate removal,8010 articles remained for further review. 

 

Screening Phase 

The 8010 articles were reviewed based on the content of their abstracts and titles. From that review, 

7691 articles were excluded after the title and abstract review, and 319 articles remained for further 

analysis. 
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Eligibility  

 

A detailed analysis of the 319 articles was further done, and 284 articles were excluded as they were 

found irrelevant. Thirty-five articles were found suitable for further review and analysis to solicit the 

answers to address the research questions posed for this study. 

 

Synthesis 

 

In total, 35 articles were synthesised to obtain answers to the research questions, as outlined in section 

1.2.  

3.1 Bias identified and addressed 

 

To minimise bias in this study, measures were taken to address bias in the following manner: 

In addressing location bias which comes as a result of restricting search limiters or sources which 

can potentially ignore a relevant body of evidence (Keenan, 2018), sources from published sources and 

grey literature were consulted to have a representative balanced collection of evidence (Drucker, 

Fleming, & Chan, 2016; Keenan, 2018). Evidence Selection Bias: is often introduced when a study fails 

to equitably identify all available unclear sources, which can be due to unclear definitions of key topic 

concepts (Drucker et al., 2016; Keenan, 2018;). To address this, the steps outlined in Figure 1 were 

followed within the inclusion and exclusion criteria confines. 

Synthesis / Reporting Bias-This form of bias can arise when researchers selectively report some 

findings and exclude others (Drucker et al., 2016). This was addressed by making use of the inclusion 

criteria designed for this study.  

Competing Bias usually arises when funding was obtained to support the study, and there is some 

connection with the funded entity (Drucker et al., 2016). The researchers have no conflict of interest in 

relation to this study. 

 

3.2 Data analysis 

 

Data were extracted from the 35 remaining articles for qualitative synthesis and put into an analysis 

matrix, and thereafter, thematic analysis was applied as this is commensurate with qualitative studies 

of this nature. Thematic analysis is a technique generally used to identify, analyse, organize, and report 

data in themes in a specific data set (Roberts, Dowell, & Nie, 2019). 

As this systematic literature review aimed to qualitatively review the issues, impacts, and challenges 

of implementing ML in the financial service sector, a six-phase step practical guide on conducting a 

reliable thematic analysis was adopted(Nowell et al., 2017). The first step was concerned with getting 

the researchers familiar with their research area to stimulate their thoughts and get them to start asking 

the right and relevant questions. The codes for the financial sector identified, models, implemented, and 

identified challenges were generated in the second phase to simplify and ensure focus on the research 

questions (Nowell et al., 2017; Roberts et al., 2019). 

 

The third phase was concerned with searching for themes which only starts once all coded data 

extracts are collated into meaningful sub-themes (Nowell et al., 2017). In the third phase, the review of 

the set of themes devised is conducted to check for the validity and meaning of patterns. It is in this 

phase that errors in the initial coding start to emerge (Nowell et al., 2017), and where errors may start 

to converge or diverge. In this study, based on the outcome of the literature review, the identified 
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challenges code was broken into two codes, the intrinsic challenges and extrinsic challenges to make 

sense of challenges that are intrinsic to the model and those that are as a result of the sector(extrinsic).  

The second last phase was concerned with the labelling of the themes based on the aspect of the 

data each theme captures and the overarching link it makes with the research focus and research 

questions. This was done to ensure alignment that all the developed themes are linked to the global 

organizing theme of the issues, impacts, and challenges of implementing ML techniques in the different 

financial services activities.  

The last and final step was for the researchers to verify that they had captured all the themes and 

thus could start with the final analysis and proceed with the write-up. The codes identified and the 

themes are depicted in Figure 4. 

4. Findings 

Following the literature search conducted by ProQuest,Ebsco Host and Science Direct, using the 

chosen keyword strings, only 35 articles remained for synthesis as those articles fully satisfied the 

inclusion criteria in Table 1. 

 

Figure 2 depicts the number of articles in the financial services sector. According to the information 

in Figure 2, most of the articles were on challenges regarding using ML in the financial services sector, 

focusing on Bankruptcy prediction, followed by fraud detection. This was followed by credit default 

prediction, forecasting of the stock market performance and general use, penultimate, and the least of 

the sources focused on risk management. 

 

 
Figure 2: Number of articles included per financial services sector. 
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Figure 3 shows the common machine learning models per financial services sector, with the 

hybrid or ensemble model commonly used in Bankruptcy prediction and credit default prediction. 

Deep learning and neural networks are commonly used in risk management. 

 

Figure 3: Common machine learning models per financial institution 

 

4.1 Machine language uses in the financial services sector 

 

4.1.1 Bankruptcy  

 

Financial institutions, especially banks and credit bureau agencies, use machine learning to predict 

bankruptcy for their clients. Predicting bankruptcy assists financial institutions in preventing financial 

losses through the granting of loans to risky entities. Support Vector Machine (SVM) is generally used 

as a starting point for bankruptcy prediction; however, due to their limitation in handling large complex 

data, hybrid and ensemble models are often used because of their superiority when it comes to predictive 

accuracies (Xie et al., 2013; Lu et al., 2015). 

 

4.1.2 Fraud prediction 

 

Different crimes are committed for financial gain, such as tax evasion and money laundering. Money 

laundering is one of the main challenges banks seek to address. The ability to accurately identify 

fraudulent activities or predict fraudulent activities is what ML offers as a solution to reduce the 

occurrence of fraudulent activities which affect the banks. According to Chen et al. (2018), the 

identification of fraudulent activities is not a simple task since, in reality, there are fewer fraudulent 

transactions than fraudulent ones, and the identification of fraudulent activities requires going through 

large volumes of transactions, particularly for SVM. It is argued that the complexity of transactions 

data makes SVM to poorly perform, and it makes ANN very difficult to implement due to poor data 

quality issues (Chen et al. 2018;Aslam et al., 2022; Roseline et al., 2022; Lokanan & Sharma, 

2022;Aslam et al., 2022;Canhoto, 2021) . Moreover, the unavailability and poor data quality due to 

compounding changes in transaction behaviour make ensembles and deep learning perform poorly. The 

risk of false positives is also high, which threatens banks as they stand to annoy customers(Khang et 

al., 2021) by constantly erroneously flagging them.  
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4.1.3 Credit Default Prediction 

 

Knowing the credit score and default prediction is paramount for organisations in the financial 

services sector as they need to accurately determine which clients will be able to repay their loans so 

that they only loan to clients with satisfactory credit scores or records. Financial service institutions rely 

on accurate and efficient credit default prediction for the profitability and operations of their institutions. 

According to Shi & Xu, 2016; Moula, Guotai, & Abedin;2017 & Liu et.al,2022, the ability to accurately 

predict whether credit applicants will be able to pay back the money is a key to determining how much 

to loan them. Customer data quality issues (Twala,2013) make it difficult to rely on some of the ML 

models because of the risk of inaccurate decisions. 

 

4.1.4 Forecasting stock market performance 

Machine learning is also used to predict stock market movements and assist potential buyers in 

deciding on when to buy stock or commodity and when to sell. This decision is also essential for fund 

managers, stockbrokers and investment analysts at large (Kraus & Feuerriegel, 2017; Sigo, Selvam, 

Venkateswar, & Kathiravan, 2019). The data in stock market conditions are highly volatile; as a result 

accurate prediction is required to accommodate the volatility. The ML models often implemented for 

such purposes are often Artificial Neural Network (ANN), Ensemble, and deep learning (Kraus & 

Feuerriegel, 2017; Sigo et al., 2019). However, the accuracy of these models is negatively affected by 

unpredictable situations such as stock price volatility. In addition, the technical analysis models exclude 

factors such as regional politics and transaction costs. 

 

4.1.5 Risk management 

 

The financial services sector faces many challenges which include the implementation of new 

technological solutions such as ML and how it affects its processes and the way to comply with 

regulations. When it comes to fraud prediction, accuracy of flagging the exceptions is pivotal as 

resources are dedicated to investigating the suspected fraudulent transactions. Incorrect identification 

of fraudulent transactions could result in wasteful expenditure and resources(Zhang et al., 2021). Hence 

financial institutions need to conduct risk assessments to determine if ML is successfully implemented 

in an organisation or not before they can extend its scope. The ML models especially the predictive 

ones (Horak et al. 2020) are not perceived to be perfect as they may omit certain indicators such as risky 

decisions and unfavourable business markets. 

ML techniques are also used for other uses which can be regarded as general use such as house 

prices prediction((Forys,2022) and airline prices prediction (Vadlamani et.al,2022). In such instances a 

hybrid of models may be applied to reach desirable outcomes. 

According to Mahalakshmi et al.,( 2022) , ML and AI  are commonly used in the financial sector in 

document analysis (Mahalakshmi et al., 2022); of which in our study falls under the general use as there 

are various documents which can be analysed for different purposes. 

 

Based on the outcome of the analysis, it was found that most of the evidence focuses more on the 

internal ML implementation but is not necessarily specific on the impact it has on the specific sector 

where ML is applied. The remainder of the literature found is in the form of evidence which focuses a 

lot more on the challenges of applying ML, which is not business model specific. The challenges were 

grouped into six thematic themes, as depicted in Figure 4, which were aligned to the ML models. These 

themes were merged into one all-encompassing general theme: The research into the implementation 

of machine learning models is still very academic and focused on the intrinsic challenges of individual 

models than their impact on the sector, such as regulation, transparency, and skills shortage. The general 

theme was to address the research question, which asks: What are the issues, challenges and impacts of 

implementing Machine learning in each financial business context? 
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Figure 4: Machine learning themes: Issues, Challenges, and impacts 

 

Figure 4 outlines the six themes identified, with five clusters of codes associated with the intrinsic 

challenges of each model and six extrinsic or systemic challenges due to ML implementation. For each 

ML model, we combined the codes into sub-themes. 

 

The six themes that emerged are as follows:  

Codes     Sub-Themes   General theme 
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The six themes that emerged are as follows: 

 

• Support vector machines are not very suitable to implement for complex and 

changing environments. 

 

The issues around the implementation of SVM are of handling the missing data values and the 

noise and sensitivity to data labels. The SVMs seem ideal for performance in more static 

environments. 

 

• The complexity of data and quality issues hinder artificial neural networks 

performance 

 

Data is fundamental in generating relevant insights in the financial context, however, the 

sensitivity to noise, data labels and redundant attributes often temper the optimum performance 

of artificial neural networks. 

 

• Ensemble/hybrid models are often technical and cumbersome to explain and 

interpret. 

 

In performing certain types of calculations, hybrid models are often used to strengthen the 

functioning of the models to achieve the desired outcomes. However, when it comes to 

ensemble/ hybrid models, the primary concern is that these models require specific technical 

skills to implement. A financial institution will thus need to invest on the acquisition or training 

of resources who will successfully implement or operationalise these models. From a 

productivity perspective, ML and AI have been seen to enhance employee productivity or work 

outcomes in organisations (Ramachandran et al., 2022) 

 

 

• Deep learning models are highly esoteric with high data and technicality demands 

 

The implementation of deep learning models also required the use of resources with the 

relevant technical skills. From a functionality perspective, the implementation may also 

require the use of tools which may not be readily available. 

 

• Data quality and complexity hinders the efficiency of clustering models 

 

Clustering models are also sensitive to noise, missing values and data labels. They may also 

be difficult to implement in a changing environment. 

 

• Generally, machine learning models pose a regulation and skills availability 

challenge. 

 

Machine learning methods pose a challenge with respect to the skills that are required to 

implement these models and the ability to regulate the use of ML as the scope of use often 

require the use of personal information which pose a challenge from an ethics and governance 

point of view. It remains a challenge on how the evolution and implementation of ML can be 

implemented. 

 

Implementing machine learning in the financial services sector:... S. Mndebele and T. Mayayise

42



Lastly, the six sub-themes were merged into a single general and all-encompassing theme which 

states that “research into the implementation of machine learning models is still very academic and 

focused on the intrinsic challenges of individuals models than their impact on the sector such as 

regulation, transparency, and skills shortage. The general theme was to address the question by 

encapsulating the answer to the main research question. 

5.Conclusion 

 

The study aimed to understand the different business contexts within the financial services sector 

where ML techniques are implemented. It was found machine learning is predominantly implemented 

in bankruptcy prediction, followed by credit default prediction, forecasting of stock market 

performance, fraud detection, and risk management. The ML methods/techniques that were generally 

implemented in financial sectors include highly complex artificial neural networks and ensemble 

models, which are the most implemented models across all sectors, followed by support vector 

machines, clustering, and deep learning techniques. Numerous issues, challenges and impacts were 

identified in Figure 4. They are mainly concerned with the performance of ML, which is linked to the 

quality of the data that is used and the complexity of the calculations which are performed. The more 

complex the ML model is, the more likely the complexity of the analysis will be. Prediction inefficiency 

and inaccuracy can negatively impact the financial institution’s operations, finances, and overall 

reputation; hence it is essential that risk management is done when implementing ML. Overall, Machine 

learning research is still very academic and focused on the intrinsic challenges of individual models 

than their impact on the sector, such as regulation, transparency, and skills shortage. The study was 

limited in the sense that only specific keywords strings were used, three database sources were 

consulted, and if the scope was widened, it could have resulted in deeper insights. In addition, future 

research can look at specific external challenges of implementing ML, such as operational, adoption & 

skill shortage. 
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